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InfiniBand Technology Overview

What is InfiniBand Architecture?
InfiniBand architecture is a new I/O specification that will start to ship
in a wide variety of server and interconnect products during 2001.
InfiniBand architecture is a well-described technology with a final speci-
fication that was prepared by the InfiniBand Trade Association (IBTA)
in the fall of 2000. More than 215 member companies participate in
the IBTA and will work together to see that InfiniBand architecture is
established as an industry standard.

InfiniBand architecture’s point-to-point linking technology will be
used as the basis for an I/O “fabric” that will increase the aggregate
data rate between servers and storage devices. This capability will allow
server vendors to replace outmoded system buses and to multiply total
I/O traffic by a factor of two to four times or more compared with
conventional system buses.

More important, the I/O fabric of InfiniBand architecture will take on a
role similar to that of the traditional, mainframe-based “channel archi-
tecture,” which used point-to-point cabling technology to maximize
overall I/O throughput by handling multiple I/O streams simultaneous-
ly. That means that I/O need no longer be a bottleneck in improving
overall data throughput for server systems.

The Internet Will Drive InfiniBand Architecture Adoption 
IDC believes that the Internet’s N-tier architectures are being driven
by the demands of Internet-driven data processing. By arranging many
small servers in Web server farms or in clusters, IT managers have the
ability to add more servers as needed. This type of “pay-as-you-grow”
build-out of computing infrastructure is necessary because user
demand for Internet data services ebbs and peaks unpredictably. 

One of the most significant obstacles to overcome in the “N-tier”
architectures is that of interoperability created by multiple proprietary
architectures. By working from a universal standard, InfiniBand raises
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the potential of seamless connectivity across the server landscape, giv-
ing rise to improved service levels, product differentiation, and 
consistent platform management.

InfiniBand technology was designed to meet the emerging require-
ments of the Internet age in the following ways:

• It acknowledges that there are very fast processors capable of 1GHz
or more, which will push more data than most conventional system
buses can handle. The result is a technology “mismatch” in which
the fast processor has no way to push multiplying data packets to
these nearby growing storage resources.

• It will accommodate Internet data types, such as streaming video,
multimedia, and high-resolution graphics, and will drive more
data traffic than traditional, business-oriented data processing.

• InfiniBand links, combined into an I/O fabric, will help to 
alleviate potential bottlenecks inside servers.

• InfiniBand architecture will improve link speeds between servers
and storage, including storage area networks (SANs).

• InfiniBand architecture can be used as an interconnect technology
that will link individual servers into clusters for purposes of high
availability, scalability, and improved manageability.

How InfiniBand Technology Works
InfiniBand technology works by connecting host-channel adapters
(HCAs) to target channel adapters (TCAs). The HCAs tend to be
located near the servers’ CPUs and memory, while the TCAs tend to
be located near the systems’ storage and peripherals. A “switch” is
located between the HCAs and the TCAs, directing data “packets” to
the correct TCA destination based on information that is bundled into
the data packets themselves (see Figure 1).

The glue between the HCA and TCA is the InfiniBand switch, which
allows the links to create a uniform fabric environment. One of the
key points of this switch is that it will allow packets of information (or
data) to be managed based on variables, such as service level agree-
ments and a destination identifier.

InfiniBand architecture has the potential to play a role in transforming
or “morphing” computer architectures. Where once there were general-
purpose servers, including CPU memory and storage, there can be
densely packed application-specific servers or “blades” that can be
changed at will. At the same time, storage can be separated from the
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CPU/memory components of these application-specific servers, and
extremely large storage resources can be managed centrally by IT staffers. 

This transformation can be expected to start in server “farms” that are
used as front-end tier 1 and tier 2 servers that handle Web serving and
application serving (see Figure 2).

Server vendors will be able to “pack” such servers closer together by 
moving the I/O subsystems and storage and peripherals to a location
“outside” the traditional server box. This will promote high-density 
server configurations in IT sites and in service provider (SP) data centers.

The result could well be an evolution from today’s highly dense rack-
optimized servers into a highly dense array of highly modular server
appliances or server blades. These blades will be designed for a 
particular function, or solution, such as caching, email, security, or
Web serving. If a blade breaks or fails, it can be rapidly replaced, and
workloads can be routed around it until it is repaired.

Flexible configurations of tier 1 and tier 2 servers, linked together
(through an InfiniBand fabric) by InfiniBand links, will promote the
reallocation of computing resources in fast-growing, Internet comput-
ing infrastructure. Further, InfiniBand links can be adapted by using
three different link speeds. 1X, 4X, and 12X links are planned for ship-
ment by system and interconnect vendors.

Clustering of servers in all three tiers — tier 1’s Web servers, tier 2’s
application servers, and tier 3’s database servers — can be enhanced by
InfiniBand links. The InfiniBand architecture I/O fabric, made up of
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The InfiniBand Architecture Model
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multiple 1X, 4X, or 12X strands, can be used as a new high-speed
interconnect in clustered server configurations. These clusters can be
deployed in several ways: They can support high-availability failover,
scalability of workloads, or improved manageability of multiple servers
from a single console. 

Finally, scalable server systems will likely use InfiniBand links “inside”
the server system itself. However, the design cycle for midrange and
high-end server systems is several years. Very likely, InfiniBand archi-
tecture adoption will be widespread in entry servers, in clusters, and in
connections to SANs by the time that InfiniBand architecture is a
major building block for midrange symmetrical multiprocessing
(SMP) and cc:NUMA server systems.

InfiniBand Architecture Value Proposition

Why Consider Another Interconnect?
IDC believes InfiniBand fabrics will coexist with a wide variety of
existing I/O standards that are already widely deployed in user sites.
Often, multiple architectures do and can exist together and help make
each other better. Existing architectures include PCI, Ethernet, and
Fibre Channel. IDC also expects InfiniBand fabrics to coexist with 
follow-on I/O standards, including PCI-X, Gbit Ethernet, and 10Gbit
Ethernet. Yet, InfiniBand architecture offers a new approach to I/O
efficiency by replacing the traditional system bus with an I/O fabric
that supports parallel data transfers along multiple I/O links.

InfiniBand Architecture:
Transforming I/O Technology
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However, the aspects of InfiniBand architecture that will likely cause
migration away from these well-established I/O standards are the 
following: InfiniBand architecture offloads CPU cycles for I/O process-
ing, it delivers faster memory pipes and higher aggregate data-transfer
rates, and the InfiniBand fabric will reduce management overhead for
the server system.

Unmet Needs that InfiniBand Architecture Addresses
In 2000, the server market saw the explosive introduction of appliance
servers and rack-optimized servers into the entry server market (servers
costing less than $100,000). Many of the general-purpose servers and
pedestal-based servers were being placed into racks in every new 
Internet data center. Earlier we discussed this phenomenon as part of
the modularization of the data center. However, as we migrate to
smaller and denser servers (1U form factor or smaller), real estate issues
on the server motherboard, heat and power dissipation, and consump-
tion combined with sheer connectivity may inhibit the potential of the
blade technology. InfiniBand fabrics have the potential to address all of
these needs in a simple manner.

InfiniBand Architecture’s Performance Characteristics
InfiniBand architecture’s role will depend largely on the workload that its
server, storage, and network are attempting to support. For example, if
the server is simply a front-end device, a Web hosting server, or file 
and print appliance, then the 1X link should be sufficient to provide
both throughput and connectivity. Most of the Internet tier 1 server
platforms would be met by this link. 

The 4X link may manifest itself in the tier 2 environment. Here servers
are likely to be mainly 2-way and 4-way processors that need to run
larger workloads where some latency issues can be tolerated. However,
many of these workloads begin to take on mission-critical,  
service-level characteristics.

Finally, the 12X link could be used for transaction processing and data-
base management, where almost no latency is tolerated as features such
as two-phase commits are made to keep the data up-to-date. Given these
workload characteristics, the 12X links would appear in the higher end
of the tier 2 and tier 3 server architectures.

In addition, IDC believes that any data-intensive or heavy transaction
processing that is performed outside the bounds of a local data center
environment would be ideal candidates for the 12X links. The additional
bandwidth and I/O aggregation could be handled by this top-
end switch.

Cost Implications
The impact on the cost of interconnect technology may be significant.
As with any technology that becomes a standard and ultimately obtains
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a ubiquitous role in the market place, InfiniBand architecture probably
will drive down the costs of server interconnect, bridges, and switches.
IDC believes that vendors that can balance this decline with added value
in their products (such as higher-availability solutions, software, and
management stacks) will maintain or increase their current margins.

However, it is clear by the number of new and emerging InfiniBand
companies that the overall cost of the server technology will continue
to decline. IDC can cite previous examples within the server industry
where technology disruptions created better value for the consumer
(e.g., mainframe technology moving from water-cooled bipolar tech-
nology to air-cooled CMOS chipsets).

Market Status and Potential: An Adoption Plan

IDC’s InfiniBand Architecture Server Forecast
IDC has attempted to size the server market opportunity for InfiniBand
architecture (see Table 1). In doing so, it evaluated the greatest seg-
ments of the server market where InfiniBand can be more readily
deployed. It has identified that the entry server market (which
accounts for more than 90% of all server unit shipments) as being
most acceptable to InfiniBand technology. It further constrained this
forecast by advising the reader that IDC’s appliance server forecast is
not integrated into this existing forecast. (Note: IDC forecasts that in
2004, the appliance server market may exceed 2 million additional
units, or approximately 22% of the server market).

InfiniBand Architecture:
Transforming I/O Technology

Table 1
Worldwide InfiniBand-Capable Servers Forecast (2000–2004)

Source: IDC, 2001

Price Band 2000 2001 2002 2003 2004

< $10K 0 39,744 706,753 1,651,369 3,972,127 

$10–24.9K 0 4,362 129,848 290,189 668,548 

$25–49.9K 0 493 23,545 72,144 162,015 

$50–99.9K 0 82 8,588 28,850 68,914 

Total 0 44,681 868,734 2,042,553 4,871,604 

Key Assumptions:

Appliance server market is not included in the analysis.

IA32, IA64, RISC, and CISC chip architectures are included.

Messages in the Data:

The greatest InfiniBand architecture opportunity lies in the <$10K server market.

The greatest InfiniBand architecture opportunity lies with IA32-based servers.
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InfiniBand Architecture and the General-Purpose Entry Server Market
The InfiniBand architecture market is based on workload requirements
running on matching server configurations. IDC’s InfiniBand server
forecast was developed using a constrained model and, as a result, may
be viewed as being conservative. IDC used the entry server market as
InfiniBand’s starting ground because it is made up of more than 90%
of all server units. In doing so, the forecast was able to identify the
server market capable of supporting InfiniBand architecture with mini-
mal disruption to existing infrastructure because these servers have a
high turnover and are widely accepted in new environments where
legacy infrastructures do not exist.

InfiniBand Architecture and the Appliance Server Market
Today’s all-in-one entry servers are being complemented by a new 
category of appliance servers that typically support specific workloads
and that typically arrive on the customer site with preconfigured, pre-
installed, system and application software. This development promotes
rapid deployment of workload-specific servers. At the same time, it
answers the industry shortage of highly skilled IT professionals 
and system administrators who are capable of reconfiguring general-
purpose servers. IDC research shows that the appliance server market is
growing from $740 million in 1999 to more than $11 billion in 2004.

These appliance servers typically cost little, have very specific workload
functions, and, therefore, performance requirements are easily measured.
In addition, the appliance servers are being readily accepted in new
data center environments, where existing fabric infrastructures have
not been established. If those fabrics are not in place, then InfiniBand
architecture adoption will take place more slowly. Once those fabrics
are installed, however, the IT site or SP data center will be able to
achieve the following benefits: faster reallocation of server resources, sim-
plified clustering, and better links between servers and storage systems.

IDC believes that workloads will determine the type of server technology
to be used. In doing so, the workload environment could determine
the success of the InfiniBand fabric. For example, a complex, highly
scaled, rack-optimized server environment within a traditional enter-
prise or service provider offers a great opportunity for InfiniBand fab-
ric management. Here, InfiniBand’s fabric management tools will
encourage the use of 4X or 12X InfiniBand fabrics in arrays of computers
that are being linked in order to tackle ecommerce applications that “tap”
the compute power of many individual servers. User requests, for exam-
ple, could enter the server array via the tier 1 servers, which are cooperat-
ing through the use of workload-balancing software and then be passed
on to a cluster of servers running a particular application or database.
Thus, user requests are navigating through the multiple tiers of comput-
ers connected via InfiniBand fabric, which function as a single comput-
ing resource from the end users’ perspective.
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InfiniBand Architecture and the RISC Server Market
IDC believes that vendors of RISC servers, including Unix/RISC
servers, the IBM AS/400, and RISC-based proprietary midrange servers,
will adopt architecture components more slowly than vendors of entry-
based systems. One reason for this is that RISC systems typically use
ASIC-controlled I/O subsystems, in which single-vendor technology has
been “burned into” silicon. There would be little advantage of using
InfiniBand architecture to completely replace these ASIC-based I/O
subsystems, which generally perform well and were developed with large
R&D investments by the vendors themselves.

However, over time, today’s RISC-based systems will likely incorporate
InfiniBand technology in some way. They may incorporate “bridge”
chip technology to tie InfiniBand architecture-based I/O subsystems
to the current RISC server I/O interconnects. In some cases, the RISC
servers may be evolving to incorporate IA64 microprocessors, such as
those in the SGI Origin series and in the HP N-Class and Superdome
series. In those cases, InfiniBand architecture will be used as an I/O
subsystem of choice to support I/O from IA64 motherboards to out-
board storage resources.

RISC-based entry servers will likely support InfiniBand architecture
before midrange and high-end RISC servers support it. Such entry
servers are already becoming a staple of SP data centers, known for
their high performance and combat-proven RAS characteristics. IDC
believes InfiniBand links could link multiple RISC-based entry servers
together into clusters or into Web server farms.

InfiniBand Technology and Productization Roadmap
IDC believes that InfiniBand architecture will be phased in over a
period of several years. However, its adoption will likely be somewhat
more rapid in SP environments than in IT environments, which have
considerable investments in legacy computing architectures, including
traditional forms of I/O.

IDC believes InfiniBand architecture will likely coexist with a wide
variety of existing I/O standards that are already widely deployed in
user sites. Among these are PCI, Ethernet, and Fibre Channel. IDC
also expects InfiniBand architecture to coexist with follow-on I/O
standards, including PCI-X, Gbit Ethernet, and 10Gbit Ethernet. Yet,
the InfiniBand architecture offers a new approach to I/O efficiency by
replacing the traditional system bus with an I/O fabric that supports
parallel data transfers along multiple I/O links.

IT “Conservatism” Will Phase in InfiniBand Adoption
IT managers are, by nature, conservative about making sudden changes
in their production computing environments. PCI, for example, is
widely installed, having been shipped in production servers since the
mid-1990s. For that reason, it is likely that PCI-X is likely to do well

InfiniBand Architecture:
Transforming I/O Technology



– 9 –A IDC InfiniBand Architecture:
Transforming I/O Technology

as a replacement/upgrade from PCI. Fibre Channel has a large installed
base in the storage arena, in SANs, in clustering of data center servers,
and in the WAN-connected, geographically dispersed data centers.

In IT organizations, InfiniBand architecture will be introduced into an
environment that is already rich with a variety of I/O technologies.
Introduction of InfiniBand architecture will likely take place in those
systems that will benefit most — arrays of front-end Web servers and
clusters of servers linked to massive amounts of external storage. These
elements of the computing infrastructure are the ones that will show the
most improvement from the use of a switched fabric for I/O that 
supports multiple I/O links, working in parallel, to shuttle large packets
of data between server engines and system peripherals. 

With the development of InfiniBand-Fibre Channel and InfiniBand-
Gbit Ethernet routers, switches, and adapters, InfiniBand architecture-
based servers can be deployed alongside existing servers and plugged into
the existing infrastructure.

Service Provider Adoption is Expected to Accelerate
InfiniBand architecture is likely to have a strong appeal for clustering,
for service providers’ N-tier networks and for a new generation of
Internet-enabled systems for IT data centers. The SP play is a strong
one, both for reasons of SPs’ openness to modular computer design
(dense packing) and their heavy use of clustering (Web clustering or
application clustering, or both).

Service provider sites are best positioned to adopt InfiniBand architecture
quickly because they have little, if any, legacy computing architecture.
These sites are growing rapidly, adding dozens of servers each fiscal
quarter. A rapid improvement in I/O between servers and storage
resources can only help SPs provide more efficient data services to their
end customers.

Bridge Technologies: The First Wave of InfiniBand Architecture
Adoption 
IDC research has shown that a number of vendors are prepared to ship
such bridge technologies, whether at the HCA, TCA, or switch layers
of the InfiniBand architecture. This means that IT managers and SP
technologists will have a variety of choices in terms of the ways they
can tie in InfiniBand-enabled servers to the already-installed servers
that were shipped with PCI or Ethernet I/O links, for example.

The advantage of a bridge I/O technology is that it can be immediately
adopted on a variety of already-installed server machines. That is, servers
with PCI slots or those with fast Ethernet links are already widely used
and can become InfiniBand-enabled as soon as the bridging chips ship
to customers.
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Further, the “bridge chip” technology allows systems vendors to sell
servers with several options for I/O ports. This allows vendors to protect
their investments in previous I/O technologies, and it allows customers
to move to InfiniBand architecture when they are ready to do so.

Clustering: The Next Frontier
Clustering is the next frontier for InfiniBand architecture adoption
because InfiniBand links can be “retro-fitted” onto existing server 
systems to create an industry-standard cluster. InfiniBand architecture
could provide high-speed links between multiple servers, boosting
total aggregate data bandwidth and minimizing the time for failover of
applications and databases from one server to another.

I/O has long been a gating factor in achieving seamless clustering
capability. IDC research shows that a wide variety of interconnect
links are used to achieve clustering today: Ethernet (10Mbps), fast 
Ethernet (100MBps), 1Gbit Ethernet, SCI, and Fibre Channel among
them. The introduction of InfiniBand fabrics will provide multiple
“strands” of I/O between servers. This should help to boost through-
put and to reduce latency between the clustered servers.

However, InfiniBand technology will likely compete with two other
fast interconnect technologies — PCI-X and 10Gbit Ethernet. It is
likely that several interconnect standards will remain in the market-
place, rather than that one will dominate others. Server environment
tends to add new servers and new technologies, rather than to discard
the older technologies. Thus, the product “mix” evolves over time,
with newer server platforms gradually replacing the older ones.

Finally, clustering technology involves a mix of hardware, software,
and interconnects. All three elements must be in place in order to
forge strong links between individual server nodes. Thus, the need 
for InfiniBand-enabled software cannot be overlooked: The time to
adoption with respect to clustering can be minimized through the
shipment of IB-enabled components and IB-enabled software.

Scalable Servers: The Final Frontier 
The final stage of the adoption curve, at which InfiniBand architecture
has been incorporated into all sizes of servers, is adoption of InfiniBand
architecture in future scalable servers and cc:NUMA server designs.
The long planning and design cycles inherent in such advanced 
computer architectures dictates a slow adoption cycle. Thus, SGI has
said that it plans to incorporate InfiniBand architecture into the next
generation of Origin 3000s that are expected to ship sometime in the
next two years.

InfiniBand links are for I/O only — they will not replace internal
cache-coherent interconnects between multiple processor boards.
Nonetheless, it will take some time for individual server vendors to

InfiniBand Architecture:
Transforming I/O Technology
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phase out the embedded, proprietary I/O links in scalable midrange
servers and in high-end servers, in favor of industry-standard InfiniBand
technology. Systems vendors have invested many years of time and
money in developing these I/O links, and it will likely take some time
to redesign systems to the brand-new InfiniBand specification, final-
ized in the fall of 2000.

The User Equation: IT Sites and SP Data Centers 
IDC has long believed that customers are more concerned about an
application’s performance, or its workload characteristics, than they are
about the hardware it is running on. This has been seen clearly in the
explosion of rack-optimized servers configured for specific tasks 
during 2000. Workloads such as email have moved from their role. For
example, email, once a communications vehicle that linked PCs 
scattered across a corporation, has evolved into a mission-critical applica-
tion running on a single-functioned server, or array of servers. Thus,
the characteristics of performance, scalability, and recovery all play
increasingly important roles for IT management. 

Today’s infrastructure models embrace hundreds or even thousands of
servers in a multi-tiered computing infrastructure, requiring an extreme-
ly dense computing power and cabling and enhanced remote manage-
ment of these server assets. Further, traditional IT organizations have
developed sophisticated remote management and recovery practices that 
are now being adopted by the new, large SPs, as they “build out” their
Internet computer infrastructure. Attempts to replicate this model have
been somewhat bumpy, something that is borne out by operational
problems with fast-growing computer systems and high-risk server
configurations that tend to fail in spectacularly noticeable ways that
draw media attention. IDC notes that InfiniBand architecture, with its
potential to simplify the server configuration while increasing its relia-
bility, availability, and serviceability (RAS), provides the opportunity
for IT managers to significantly lower IT management costs and to
improve service levels to end customers.

Challenges
There are significant challenges to InfiniBand architecture from both
existing server vendors and their own customers. Given that there have
been several I/O standards already under way, many vendors may not
have the financial ability or the research capacity to invest in another
I/O fabric. Instead, they may want to or need to harvest the invest-
ment already made. Likewise, many end users may not want to risk
installing another I/O fabric within their data centers.

In addition, the introduction of a “standard” implies that interoper-
ability issues take a back seat. This may be true only after significant
cooperation between many of the standard’s participants occurs. 
Historically, the interoperability wild card has inhibited adoption rates.
Everyone from the hardware and software vendors to the data center
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operations staff have struggled to make a seamless processing from dis-
jointed offerings.

Finally, InfiniBand architecture may have the ability to level the playing
field across different operating systems and therefore challenge 
server vendors to provide additional value through application 
software and middleware. As a result, InfiniBand architecture may be
perceived as a threat to weaker server vendors that may not have strong
software portfolios.

All of these challenges are justified, but InfiniBand architecture can be
used to help vendors provide their customers with the best I/O fabric
choices that their workloads are demanding. InfiniBand architecture
should be viewed as complementary to any of the standards and evolu-
tionary to new server farms of the future.

Summary
In the years since the desktop personal computer was elevated to the
PC server platform, nearly every element of the server infrastructure
has been upgraded and improved. However, the I/O bus that provides
connectivity and bandwidth between the server and the storage devices
has not kept pace with the speed-up in nearly all of the components
surrounding it — the microprocessor, memory, and storage. 

Because bandwidth, storage, and network capacities are going to 
continue to put demands on the server to deliver more content faster
and in a sustained manner, IDC believes that InfiniBand architecture
is an enabling technology. It will complement the existing I/O delivery
vehicles, and it will allow them to better support the growing demands
of Internet-computing workloads. IDC believes Internet data require-
ments will continue to grow as long as the economic model of
improved speed and lower costs continue. It is imperative for server
vendors to establish a server platform that meets this challenge. 

The advantages of a point-to-point, high-speed, switch fabric inter-
connect architecture are seen every day with existing mainframe-class
servers. IDC believes that applying this principle of an I/O fabric that
can replace the aging system-bus technology will allow growth oppor-
tunities for all computer-technology vendors.

InfiniBand Architecture:
Transforming I/O Technology
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